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Method and trait effects in multitrait-multirater (MTMR) data were
examined in a sample of 2,350 managers who participated in a devel-
opmental feedback program. Managers rated their own performance
and were also rated by two subordinates, two peers, and two bosses.
The primary purpose of the study was to determine whether method ef-
fects are associated with the level of the rater (boss, peer, subordinate,
self) or with each individual rater, or both. Previous research which
has tacitly assumed that method effects are associated with the level
of the rater has included only one rater from each level; consequently,
method effects due to the rater’s level may have been confounded with
those due to the individual rater. Based on confirmatory factor analy-
sis, the present results revealed that of the five models tested, the best
fit was the 10-factor model which hypothesized 7 method factors (one
for each individual rater) and 3 trait factors. These results suggest that
method variance in MTMR data is more strongly associated with indi-
vidual raters than with the rater’s level. Implications for research and
practice pertaining to multirater feedback programs are discussed.

Multirater or 360-degree feedback systems are characterized by the
evaluation of an individual’s performance by multiple raters from multi-
ple levels. Although procedures vary, typically the individual is rated by
others who interact frequently with the individual, who are knowledge-
able about the individual’s performance, and whose opinions are valued
by the individual. The most common procedure is to include peers, sub-
ordinates, and bosses (in addition to self-ratings), but raters outside the
organization, such as customers or suppliers, may also be included.

Multirater feedback programs differ from traditional appraisal pro-
grams in several ways. Aside from the use of multiple raters, multirater
systems are used most frequently to enhance personal development and
growth, rather than to help with salary administration, promotions, or
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other administrative decisions. Further, ratings provided in multirater
systems are made anonymously (with the exception of the immediate
supervisor) and are not accompanied by face to face discussion. Such
conditions are believed to increase the likelihood that raters will pro-
vide ratings that will be more honest and, therefore, more beneficial to
the ratee.

Multirater feedback systems are believed to have a number of advan-
tages over traditional appraisal systems (Hazucha, Hezlett, & Schneider,
1993; London & Beatty, 1993; London & Smither, 1995; Tornow, 1993).
One is that because job performance is multidimensional, raters other
than the immediate supervisor may be better suited to evaluating certain
aspects of performance. Another is that even if raters have the same op-
portunity to observe performance, they may perceive and evaluate it dif-
ferently. Generally speaking, multirater feedback systems are assumed
to provide job relevant information to ratees that would otherwise not
be available.

Most previous research in this area has examined the psychometric
characteristics of ratings provided by raters from different levels (e.g.,
self, peer, subordinate, boss). Comparisons have focused on the degree
of halo (e.g., Cooper, 1981; Lance & Woehr, 1986; Murphy & Anhalt,
1992) and interrater agreement between and—to a lesser extent—within
levels (e.g., Harris & Schaubroeck, 1988; Viswesvaran, Ones, & Schmidt,
1996). One popular way to study the influence of traits and meth-
ods on performance ratings is the multitrait-multimethod (MTMM) or
multitrait-multirater matrix (MTMR). The typical MTMR study exam-
ines ratees who have beenrated by a single rater from each of several lev-
els (bosses, peers, subordinates, self). Method effects reported in those
studies have been tacitly assumed to emanate from differences in the
raters’ levels (i.e., bosses rate differently than peers, who rate differently
than subordinates, etc.; e.g., Conway, 1996). However, another explana-
tion for these method effects, as yet unexplored, also exists. They may
simply reflect the fact that each rater is a different individual; that is,
it is the idiosyncratic rating tendencies of individual raters rather than
differences in the raters’ levels that produce the observed method ef-
fects. When there is only one rater per level, as has been the case in
most previous studies, the method effects (if any) that are associated with
the rater’s level are confounded with those due to the rater. Although
this problem has been recognized by other researchers (e.g., Klimoski
& London, 1974), to our knowledge it has not been empirically inves-
tigated. Therefore, the major purpose of this study is to examine the
extent to which method effects in multirater data are associated with the
level of the rater (self, peer, self, boss) or with each individual rater, or
both.
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Previous Research Findings

Correlations between ratings from different levels show that peers
and bosses generally exhibit greater agreement with each other than with
self-ratings. Harris and Schaubroeck (1988) found corrected correla-
tions of .64 between peers and bosses, correlations of .27 for self- and
boss ratings and .31 for self- and peer ratings. However, little research
has examined correlations between subordinates’ and others’ ratings.
The evidence available indicates that subordinates’ ratings correlate
more highly with bosses’ and peers’ than they do with self-ratings (e.g.,
Atwater & Yammarino, 1992; Furnham & Stringfield, 1994; McEvoy &
Beatty, 1989; Mount, 1984; Schmitt, Noe, & Gottschalk, 1986; Wohlers,
Hall, & London, 1993).

Correlations between ratings from the same level indicate that inter-
rater agreement between bosses is somewhat higher than between peers.
Viswesvaran, Ones, and Schmidt (1996) conducted a meta-analysis of
published studies and reported interrater reliabilities for bosses of .52
for overall performance and .45 to .63 for dimensions of performance.
These are very similar to values reported by Rothstein (1990) of .48 for
duty ratings and .52 for ability ratings based on bosses’ ratings of approx-
imately 10,000 first-line supervisors. For peer ratings Viswesvaran et al.
reported interrater reliabilities of .42 for overall performance and .34
.71 for dimensions of performance. Evidence is sparse regarding inter-
rater reliabilities for subordinate ratings. Tsui and Ohlott (1988) found
interrater reliability to be .26 and Tsui (1983) found the median reliabil-
ity across dimensions to be .16. Mount (1984) reported intraclass cor-
relations for subordinate ratings of different dimensions of managers’
performance ranging from .15 to .28. The finding that the magnitude
of within-source agreement does not differ much. The magnitude of
between-source agreement suggests that individual raters are an impor-
tant factor in explaining rating variance.

Studies that have examined performance rating data using multi-
trait-multimethod matrices (MTMM) or multitrait-multirater (MTMR)
matrices usually focus on the proportion of variance in performance rat-
ings that is attributable to traits and that which is attributable to meth-
ods or raters. Trait variance is evidenced when the correlation between
different methods (raters) assessing the same trait is high (convergent
validity). Evidence of method variance or halo is present when the cor-
relation between ratings of different traits made by the same method or
rater is high. In most MTMM contexts, it is desirable to have a high
proportion of trait variance and a low proportion of method variance.
The predominance of trait variance over method variance suggests that
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the different methods are measuring the same construct. However, re-
sults of recent analysis of 20 MTMR matrices from both published and
unpublished studies revealed that the opposite relationship is generally
observed. That is, the proportion of method variance is high relative to
the proportion of trait variance (Conway, 1996).

High method variance indicates that ratings are strongly associated
with the method (i.e., rater or rating level) from which the ratings were
generated. There are at least two potential causes of high method vari-
ance in MTMR studies. One is halo, which occurs when the rater’s rat-
ings are heavily influenced by an overall evaluation of the ratee. Over
50years of research in industrial and organizational psychology indicates
that halo is one of the largest sources of measurement error in perfor-
mance ratings. Another potential cause of strong method effects is that
the construct(s) measured by boss, peer, subordinate, and self-ratings
are not identical. That is, raters from different levels observe different
aspects of performance and may also use different standards when judg-
ing performance.

Models to be Tested

Based on the literature reviewed above we tested five models that
hypothesize different factor structures of rating methods (raters) and
traits (managerial skills) that account for variance in performance rat-
ings. Our data consisted of a set of seven ratings completed for each
manager ratee: self-ratings and ratings made by two peers, two subordi-
nates, and two bosses. Each model hypothesizes differing configurations
of trait (managerial skills) and method factors. With respect to method
factors, we distinguish between those associated with the level of the
rater and those associated with the individual rater. The first model,
the 3-factor model, is a trait-only model and hypothesizes that covaria-
tion in performance ratings is associated only with traits of the manager
ratee and not with the rating method. The next two models hypothe-
size seven factors. The first hypothesizes that there are seven method
factors (two bosses, two peers, two subordinates, and self) and no trait
factors. This model posits that covariation in ratings is associated with
individual raters and is not associated with the traits of the ratees. The
second 7-factor model hypothesizes that there are four method factors
(one for each level) and three trait factors. This model hypothesizes that
covariation in ratings can be explained by the traits of the ratees and the
levels of the raters. The 9-factor model hypothesizes that there are six
method factors (one for each rater, except that bosses are combined into
a single factor) and three trait factors. Hypothesizing a single factor for
bosses is plausible for several reasons. Bosses receive training on and
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have experience with observing, documenting, and rating performance,
whereas other raters may not. They also may have held the subordinate
manager’s job in the past and, therefore, share a common frame of ref-
erence regarding the responsibilities of the job. Further, managers are
held accountable for appraising the performance of others and, there-
fore, are more uniformly motivated in the rating process. The results of
the Viswesvaran et al. (1996) meta-analysis, which showed higher inter-
rater reliabilities for bosses than peers, suggests that this model is plau-
sible. The 10-factor model hypothesizes that there are seven method
factors, one for each individual rating perspective—two peers, two sub-
ordinates, two bosses, and self—and three trait factors. With respect to
method effects, this model posits that covariation in ratings is associated
with individual raters rather than with the four rating levels. This model
differs from the first 7-factor model in that it hypothesizes three trait
factors in addition to the seven method factors. The nature of the three
hypothesized trait factors is discussed below.

Method
Farticipants

The population consisted of 2,350 managers who completed the Man-
agement Skills Profile (MSP) developed by Personnel Decisions Inter-
national, Inc. (Sevy, Olson, McGuire, Frazier, & Paajanen, 1985). Man-
agers’ participation in the program was voluntary and results were used
for personal and professional development. A set of seven ratings was
available for each manager ratee: self-ratings and ratings made by two
bosses, two peers, and two subordinates.

Managers represented essentially all functional areas and levels of
management in several industry groups (manufacturing, banking, gov-
ernment, sales, health care, and non-profit). Most were White (87%),
male (74%), and college graduates (76%). The mean age was 42 years.
The two bosses, two peers, and two subordinates completed the same in-
strument as the one used for self-evaluations (with only minor variations
in the demographic characteristics section).

Instrument

The MSP consists of 116 items depicting 18 dimensions of managerial
behavior. Raters indicate how well the item describes observed behav-
iors of the ratee using a 5-point Likert scale ranging from 1 (not at all)
to 5 (to a very great extent). There is also a “Does not apply” option.
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Items are grouped into 18 performance dimensions, with 4 to 10 items
per dimension.

Previous research investigating ratings of managers’ performance
has been hindered because researchers have not used a classification
scheme to organize the numerous dimensions of managers’ performance.
Consequently, we used the framework of management performance di- .
mension proposed by Mann (1965). This framework has been recom-
mended by other researchers (e.g., Yukl & Van Fleet, 1990) as a useful
scheme for classifying dimensions of managers’ performance. It consists
of three competence categories—administrative (e.g., planning, orga-
nizing, assigning to tasks), human relations (working with and through
people to accomplish objectives), and technical competence (knowledge
of relevant methods and techniques). In the present study, five trained
raters assigned the 18 performance dimensions from the MSP to one
of the three categories in Mann’s taxonomy. A dimension was retained
if at least four of the five (80%) raters agreed on the category assign-
ment. Results indicated that for 12 of the 18 dimensions there was
100% agreement on the category assignment; for four of the dimensions
there was 80% agreement; and, for two of the dimensions, Coaching
and Leadership, there was relatively little agreement and, consequently,
both were excluded from further analysis. The three categories and cor-
responding MSP skill areas are: Administrative: Planning, Organizing,
Personal Organization and Time Management, Informing, Delegation;
Human Relations: Conflict Management, Listening, Motivating Oth-
ers, Human Relations, Personal Adaptability; Technical Skills and Mo-
tivation: Problem Analysis, Oral Communication, Written Communi-
cation, Personal Motivation, Financial and Quantitative, Occupational
and Technical Knowledge. The dependent measures in the study were
scores obtained for each of the seven raters on each of the three skill
areas (Administrative, Human Relations, and Technical Skills) by aver-
aging the scores on the relevant MSP scales.

 Confirmatory Factor Analysis

Confirmatory factor analysts (CFA), conducted in the present study
using LISREL 8 (Jéreskog & Sérbom, 1993), presents two distinct ad-
vantages. First, in principle CFA is ideally suited for investigating multi-
trait-multimethod matrices (Lance, Teachout, & Donnelly, 1992; Wida-
man, 1985). The CFA model assumes that each variable contains method
variance, trait variance, and unique variance (Conway, 1996). This al-
lows determination of the degree to which methods (raters or levels in
this study) and traits (skills in this study) account for covariation among
the measures. Second, CFA allows comparison of alternative factor
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structures that might explain the data (Joreskog, 1993). Traditionally,
decisions among alternative models are guided by nested comparisons
based on the chi-square (x?2) statistic or a x? that takes parsimony as
well as fit into account, such as Akaike’s Information Criterion (AIC;
Hu & Bentler, 1995). However, due to concerns over significance test-
ing in general (Schmidt, 1996), and the x? statistic in particular (Bollen,
1989), some researchers are using other methods to choose among al-
ternative models. One rule is to reject a model if the standardized fit
statistic (e.g., NFI, CFI, RFI—see below) is .01 or more lower than an-
other model (Widaman, 1985).

An important consideration in confirmatory factor analysis is the
sample size, because the number of estimated parameters relative to
sample size is an important determinant of convergence, standard er-
rors, and model fit (Idaszak, Bottom, & Drasgow, 1988). Although strict
guidelines for minimum sample sizes do not exist, Bentler (1985) sug-
gested that a sample size to parameter ratio of 5 or more is sufficient to
achieve reliable estimates in maximum likelihood estimation. Because
the most complex CFA mode! in the present study produced a sample
size to estimated parameter ratio of 27:1, the sample size was consid-
ered adequate for the analyses.

Fit statistics are the central means through which alternative factor
structures are compared. There are numerous statistics that can be used
to describe a model’s fit to the data. The most widely used measure of fit
is x2. Statistically significant y? statistics suggest that the model does not
adequately fit the data. However, it is widely recognized that x* depends
on the sample size and therefore even excellent fitting models will pro-
duce a significant xZ when the sample size is large (Hu & Bentler, 1995).
Other popular fit statistics traditionally reported in the LISREL program
include the root-mean-square residual (RMR) and the goodness-of-fit
index (GFI). Although such rules are inherently subjective, values of at
most .10 for RMR and at least .90 for GFI are thought to indicate ac-
ceptable fits (Medsker, Williams, & Holahan, 1994).

A problem with RMR and GFI is that they, like x?, may depend on
the sample size. Accordingly, researchers have suggested alternative fit
statistics that depend less on the sample size and are thought to provide
better information on model fit (Marsh, Balla, & McDonald, 1988).
Four of these fit statistics were used in this study. These are the normed
fitindex and non-normed fit indexes (NFI and NNFI; Bentler & Bonnett,
1980), the comparative fit index (CFI; Bentler, 1990), and the relative
fit index (RFI; Bollen, 1989). As with GFI, levels above .90 for these
statistics imply adequate fit. The fit statistics reported include the four
basic types of statistics recently reviewed by Hu and Bentler (1995).
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Results

A complete data record for 2 manager consisted of 812 ratings (7
raters x 116 MSP items). The length of these records increased the
likelihood that there would be missing values for managers. If listwise
deletion had been used, a manager would have been eliminated if even
one of the 812 ratings was missing. Although fewer than 5% of the data
points were missing for any single item, the cumulative effect over the
116 items was that a large number of managers would be excluded from
the study. Therefore, we deemed it necessary to replace missing values
using a mean substitution procedure. Missing values were replaced with
the appropriate mean computed for each of the 18 MSP dimensions
for each of the seven rater groups (Boss #1, Boss #2, Peer #1, and
s0 on) across the 2,350 managers. In order to assess the effect of the
substitution procedure, we compareda 21 x 21 correlation matrix (seven
raters times three MSP factors, described earher) with a similar matrix
obtained using only those managers with no missing data (n = 429).
The mean differences between corresponding correlations in the two
matrices was .029. In light of such small differences, we believed that
the use of the mean substitution procedure did not alter any substantive
conclusions in the study.

Table 1 provides a correlation matrix of the three performance rat-
ing dimensions, measured from each of the seven raters. The average
different skill-different rater correlation is .18. The average same skill-
different rater correlation is .28. The average different-skill same-rater
correlationis.75. These results suggest modest trait or skill convergence,
but strong method effects.

Sample covariances served as input into the LISREL program. Max-
imum likelihood was chosen as the method of estimation. The CFA
models with level or rater factors were specified such that the levels or
raters were allowed to.be correlated among themselves. Similarly, mod-
els estimated with trait factors were specified in such a way that the trait
factor intercorrelations were freely estimated. For the models that con-
tained both level/rater and trait factors, the intercorrelations between
level/rater factors and trait factors were constrained to zero. In order
to test the assumption that there were no rater by trait interactions (no
rater—trait intercorrelations), models were estimated that allowed rater
and tralt factors to be intercorrelated. Although these models did yield
lower x? statistics than models constraining these rater—trait intercor-
relations to zero, their standardized fit statistics (e.g., GFI, NFI, NNFI,
CFI, RFI) were not superior to the statistics for models that constrained
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TABLE 2
Fit Statistics for Alternative Models
Model x? df RMR GFI NFI NNFI CFI RFI
3-factor 2766004 186 .16 S0 25 .16 25 .16
Trait-only model
7-factor 6,223.08 168 05 .68 81 .77 82 .76

Seven methods—one
for each individual
rater and no trait factors
7-factor ' 13,71225 159 .14 67 63 .51 63 5
Four methods—one
for each level: boss,
peer, subordinate, and
self; and three skills
factors
7-factor LI113.09 15¢ 13 9 97 9 97 .96
Six methods—one
for each rater,
except bosses combined
into one; and three
skills factors :
10-factor 33395 144 02 99 99 99 99 99
Seven methods-one
for each individual
rater and three
skills factors

Note: df = Degrees of freedom; RMR = Root-mean-square residual; GFI = Goodness-
of-fit index; NFI = Normed fit index; NFI = Normed fit index; NNFI = Non-normed fit
index; CFI = Comparative fit index; RFI = Relative fit index; For each model, increase
in x? over 10-factor model is significant at the .01 level.

rater-trait correlations to zero. Furthermore, most of the rater~trait in-
tercorrelations were not significant. Accordingly, all subsequent mod-
els were estimated allowing level/rater and trait factors to be correlated
among themselves (intracorrelated), but not correlated with each other
(intercorrelated).

Table 2 presents fit statistics which can be used to investigate how
well the various factor structures fit the data. The 3-factor and both 7-
factor models can be rejected immediately, as each provides a poor fit
to the data. These results indicate that both method and trait factors are
necessary to account for the data. Further, with the possible exception
of bosses (see below), methods that are associated only with level (boss
vs. peer vs. subordinate vs. self) do not account for the data as well as
individual rater sources. Although the 3- and 7-factor models fit the
data poorly, both the 9-factor and 10-factor models fit the data well.
Although the 10-factor model fits the data best, because both models
surpass most rules of thumb typically used in evaluating the adequacy of
a model, further comparisons between the two models are warranted.
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Although both the 9- and 10-factor models are adequate on an ab-
solute level, several additional tests reveal that the 10-factor model fits
the data relatively better than the 9-factor model. First, because the
9-factor model is nested within the 10-factor model, the difference in
x? between these models is itself distributed as x2. Thus, subtracting
the x? statistics indicates if the fit of the more restricted model (in this
case, the 9-factor model) is significantly worse than the less restricted
model (in this case, the 10-factor model). In fact, the difference in x?
is significant (Ax? = 779.41 with 6 df, p < .01), indicating that the 10-
factor model fits the data significantly better. Second, Joreskog (1993)
suggests that, when selecting one of several a priori specified models,
the model with the lowest AIC statistic should be favored. Given the
substantially lower AIC value for the 10-factor (AIC = 472.41) than the
9-factor (AIC = 1,275.09) model, the 10-factor model is preferred under
this criterion as well. Third, the standardized fit statistics of the 9- and
10-factor model differed by .03 (see Table 2), also attesting to the superi-
ority of the 10-factor model (Widaman, 1985). Finally, analysis of stan-
dardized residuals (Hu & Bentler, 1995; Jéreskog, 1993) revealed clear
differences in the models. Inspection of the stemleaf plots indicated that
the standardized residuals for both models approximated a normal dis-
tribution. However, the Q-plot of standardized residuals revealed that
the 10-factor model closely followed a 45° line with no apparent outliers
while the standardized residuals from the 9-factor model more closely
approximated a 30° line with several outliers. Further, the average ab-
solute standard residual for the 9-factor model was 18% higher than the
average residual for the 10-factor model (.93 vs. .79, respectively). In
summary, although both models fit the data, these comparisons indicate
that the 10-factor model provides the best fit to the data.

Given the relative superiority of the 10-factor model, Table 3 pro-
vides the factor loadings of that model. As the table indicates, the
method loadings are very strong. In fact, the average rater factor loading
is .84. Although all of the trait loadings are nonzero (confidence inter-
vals around the loadings excluded zero), they are considerably weaker
in magnitude than the rater level loadings. The average trait loading is
.30. That the method loadings are much higher than the trait loadings is
consistent with the multitrait-multimethod results presented earlier. !

11n an analysis of multitrait-multimethod matrices of performance appraisal data, Con-
way (1996) found that correlated uniqueness models (CU; Kenny & Kashy, 1992; Marsh,
1989) often outperformed CFA models. Like CFA, CU models ailow investigation of trait
and method effects. However, rather than estimating method factors, CU models allow
variables measured with common methods to have correlated errors. Because CU models
do not allow as fine-grained tests as CFA, though, we used CFA as our primary method of
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Discussion

More than 75 years ago Thorndike (1920) observed that when super-
visors rated their subordinates, the correlations among performance di-
mensions were “higher than reality” (p. 25) and “too high and too even”
(p. 27). Research conducted since that time has further documented the
ubiquitous phenomenon of method effects in performance ratings, and
has shown that such effects represent one of the largest sources of error
in performance ratings (Cooper, 1981). However, an unanswered ques-
tion in this body of research is whether such effects are associated with
raters’ levels or with individual raters. Because previous MTMR stud-
ies have included only one rater for each rating perspective, they have
not been able to separate these two potential sources of method effects.
The procedures in this study, whereby two raters from each level are in-
cluded, coupled with the use of CFA, allowed us to address this issue
directly.

We tested five models that hypothesized different factor structures
of rating methods and traits that account for variance in performance
ratings. The finding of central interest is that method variance in per-
formance ratings is associated more strongly with individual raters than
with the level of the ratings. The possible exception to this is that boss
ratings may constitute a separate method factor that can be distinguished
from all other levels of ratings (as indicated by the relatively good fit of
the 9-factor model). Assuggested earlier, itis plausible that bosses might
constitute a common factor because they are more likely to share a com-
mon frame of reference by virtue of their prior training and experience.
(This finding has practical implications for the way feedback is deliv-
ered in multirater feedback systems and is discussed below.) However,
as well as the 9-factor model fit the data, it did not fit as well as the 10-
factor model, which showed that covariation in ratings was associated
with each of the seven raters and the three traits. Research reviewed
earlier indicated that method effects in MTMM data are commonplace

analysis. This is consistent with Becker and Cote’s (1994) recommendation, “.. . if bound-
ary conditions are not a problem, CFA is generally preferable to alternative methods”
(p- 635). Nevertheless, because it has been suggested as an alternative to CFA models, the
CU model was estimated. (Due to space limitations, all details on model estimation are
not reported here but are available from the authors on request.) Analyzing the data using
a correlated uniqueness model provided similar conclusions to the CFA results. Specifi-
cally, the CU model that closely approximated the 10-factor CFA model (i.c., allowing both
trait and source correlated errors) fit the data well x* = 311.05 with 138 df: RMR = .07,
GFI = .97; NF1 = .98; NNFI = .98, CFI = .99; RFI = 97). Furthermore, like the CFA
models, test of alternative CU models suggested the model allowing both source and trait
effects provided the best fit to the data. Thus, the CU results, like the CFA results, suggest
that both source and trait effects must be included to properly account for the covariance
structure.




569

MICHAEL K. MOUNT ET AL.

‘01" = JI?S-9IRUIPIOANS ‘Z1" = JI9§-199d ‘[T° = JeuIpIoqng-133q g1' = J195-ssog ‘61" = 9IBUIPIOQNS-SSOY ‘67" = 1934-5s0¢

:919M S10J0B) POYISWL 19)E1 [OAI]-IUSIIYIP UI3M)3Q SUCNIEIS1I00 38BISAY I = SA1RUIPIOQNS ‘87" = S193d '(p" = SISSOY :313M $10198] poylall 131kl

[SA9]-OUIES UDIMIIG UONEIILIOD) [0 — = SAHEISIUNUPY-|eoIuyda], PUe (60" = ANENSIUIUPY-SUOHE[Y UBWINY ‘pI'— = [EAUYIL-SUONEIIY UBLINY
:SA\O[]O} SE 219M SI0198] JEI} U3IMII] UONEIII0D "OI5Z IPN[oXa sFufpeo] 10j0e] j[e pUnOJE S[EAI)Ul S0UIPHUOD 10)08] JEUIPIOGNS = "qng 20N

6t

sv

61

61

8t

122

w

34

8¢

o

6T

6T

o

134

143
o8
[£:)
£6
£:3
08
€6
18
18

16
123

16
¥8

€6
o’
8L

b6’
08
L

ALRNSIUIWPE-J98
[e21UY231-J}98

suotje{al uewny-j[3g
SAIBNSIUILPE-T# 1994
[eoYI9)-T# 199

SUONE[I] UBWINY-Z# 199
AANRIISIUIWpE- | # 199
[e31uYa)-1# 1994

SUONEB[3] UBWINY-]# 1934
SAIJRIISTUIIPE-Z# d1BUIpIOqNS
[BOIUYDAL-Z# JeuIpiogng
SUOIe[] UBLINY-Z# JeUIpIOgng
JAIRNSIUIWPE- [ # S1BUIPIOGNS
[ed1uyoa3-14# ANeUIplOgng
suolnje[al uewiny-[# Jjeuipioqng
aanensiuIwpe-Z# ssog
[B31UY23)-7# SSOF

suoIne[al uewny-z# ssog
2ANENSIUNUpe-|# SSO
[eoIuYI)- [ # sSOg

suone[31 uewny-[# ssog

upy

Yol

‘[91 ‘WnH

JIdS  T#19ed #1934

T# QN8

I# "qnS

C# ssod

1# ssod

HixS

OGN

[11S pue POYIaN

12pOopy 4010.]-u3] Jo sSutpvoT 101004

¢ T19VL




570 PERSONNEL PSYCHOLOGY

in the literature and that their magnitude is typically larger than is con-
sidered optimal (Conway, 1996). Our results are consistent with these
findings but cast doubt on the inference that is often drawn that method
effects are primarily attributable to the level of the rater (boss, peer,
subordinates, or self). Our results show that method effects due to in-
dividual raters are distinguishable from those attributable to the rater’s
level, and that the former are more important than the latter.

The results also confirmed the presence of trait effects in the perfor-
mance ratings. Although these findings are of secondary interest in the
study, they deserve further comment. Confirmation of the trait effects
was evidenced by the fact that the fit of the 7-factor model which posited
only method effects was dramatically improved by the inclusion of the
three trait factors (i.e., the 10-factor model which posited separate rat-
ing methods for each rater and three trait factors). This indicates that in
addition to variance accounted for by individual raters and rating level,
variance is also accounted for by managers’ traits. As reported earlier,
the magnitude of the trait factors was modest compared to the method
effects. Further, it should be noted that the rejection of the 3-factor
model also indicates that covariation in ratings cannot be accounted for
solely by the traits (with no method factors). Nonetheless, the presence
of trait factors indicates that rating variance associated with the three
traits is distinguishable from rating variance associated with the individ-
ual rater and the level of the ratings.

Anonymous reviewers of this paper raised the possibility that the use
of Mann’s (1965) three dimensional taxonomy constrained our ability
to derive trait effects. Although at least four of the five raters agreed
on the assignment of the MSP dimensions to Mann’s three dimensions,
this provides little insight into the underlying structure of the MSP. Had
a different taxonomy been used, or had the MSP scales been assigned
differently to the dimensions, then the trait effects may have accounted
for substantially more variance in the ratings.

In order to address this issue, we conducted a principal components
analysis (with varimax rotation) of the 16 MSP dimensions. It revealed a
3-factor structure which corresponded very closely to Mann’s three fac-
tors. The scales that loaded most highly on each factor were identical to
those the raters had assigned to the three factors. The three factors and
the corresponding MSP dimensions and factor loadings were as follows:
Factor 1-Human Relations: Human Relations (.91), Listening (.90), Per-
sonal Adaptability (.75), Motivation (.75), and Conflict Management
(.69); Factor 2-Administrative: Personal Organization (.85), Delega-
tion (.81), Planning (.78), Organizing (.73) Informing (.68); Factor 3-
Technical Skills: Occupational and Technical Knowledge (.77), Financial
and Quantitative (.73), Personal Motivation (.64), Problem Solving (.60),
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Oral Communication (.49), Written Communication (.48). In addition,
several of the dimensions had cross loadings greater than .40 on other
MSP dimensions: Informing (.40) and Problem Solving (.49) loaded on
the Human Relations factor; Oral Communication (.44), Written Com-
munications (.44), Problem Solving (.45) and Motivation (.40) loaded
on the Administrative factor; and Personal Adaptability (.41) loaded on
the Technical factor. The percentage variance accounted for by three
factors was 37.5, 36.1 and 26.4, respectively.

These results indicate that Mann’s (1965) taxonomy provides an ac-
ceptable framework for examining trait affects associated with the rat-
ings on the MSP scales. Animportantimplication of these findings is that
the lack of fit of the trait-only factor structure is not due to the inappro-
priateness of Mann’s 3-factor taxonomy. One other implication of our
findings is that researchers and practitioners may find Mann’s model of
managerial performance to be a useful taxonomy for investigating man-
agers’ performance.

The finding that method effects were more strongly associated with
individual raters than with the rater’s level raises several issues for future
research. Although we know that there is unique variance associated
with each rater’s ratings, we cannot necessarily conclude that each is ac-
counting for unique true score variance. Thus, we cannot draw conclu-
sions about the relative accuracy of ratings provided by different raters
or about the relative accuracy of ratings from different levels. Another
issue is whether the present results would generalize to ratees in occupa-
tions other than management (where most of the raters are themselves
managers). For example, when the raters are sales representatives it is
possible that the rater’s level may become more salient, while differences
within levels are diminished. That is, if raters are external customers
rather than bosses or peers there may be a more pronounced method
effect associated with the level of the rater (e.g., customers) rather than
for individual raters as we observed in the present study.

The present results have several practical implications. At the most
basic level the results provide support for the implicit premise underly-
ing most 360-degree systems. That is, because ratings from each rater,
regardless of level, appear to capture unique rating variance, it is im-
portant to include multiple raters in the process rather than relying on
the results of a single rater, such as the boss. Our results show that each
rater’s ratings are different enough from those of other raters to consti-
tute a separate method. The implication of this for 360-degree feedback
reports is that information should be displayed separately for each indi-
vidual rater. (In order to protect the identity of raters, it is probably best
not to indicate the level associated with the ratings.) Displaying infor-
mation in this way allows the ratee to examine the pattern of each rater’s
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ratings across the skills to determine relative strengths and weaknesses.
For example, a finding that each of the seven raters assigned their low-
est ratings to Human Relations would provide important feedback to a
ratee that this skill area is a relative weakness and should be the focus of
developmental planning. Because most 360-degree feedback programs
are used primarily for developmental purposes where the focus is on the
identification of strengths and weaknesses, information about the pat-
tern of individual raters’ ratings across traits is of critical importance.
Thus, for this important use of 360-degree feedback, our results indicate
that it is best to consider each rater’s ratings separately.

Another implication of our findings pertains to the widespread prac-
tice of aggregating ratings made by raters within the same level (e.g.,
averaging all peer ratings on a skill such as Human Relations). Our re-
sults show that in most cases this practice is inappropriate. As discussed
earlier, ratings made by raters within the same level (e.g., two peers or
two subordinates) are no more similar to each other than are ratings
made by raters from different levels (e.g., a boss and a peer or a peer
and a subordinate). Ultimately, the usefulness of ratings provided to ra-
tees depends on their construct validity. For this reason, we believe it is
inappropriate in most cases to aggregate ratings within (or across) rating
levels.

Although our results suggest that ratings of managerial performance
should not be aggregated, it is also true that disaggregated ratings are
less reliable than aggregated ratings. In the present study, when ratings
from all seven raters are averaged, the resulting reliabilities are more
than 60% higher than for any single rater’s ratings. Using the Spearman-
Brown formula based on seven raters (two bosses, two peers, two subor-
dinates, and self), the reliabilities for the Human Relations, Administra-
tive, and Technical factors are .71, .69, and .71, respectively. Thus, our
results suggest that although aggregating performance ratings reduces
the construct validity of the ratings, it would at the same time increase
the estimated reliability of the ratings.

How might one explain this paradox? A widely acknowledged ax-
iom in personnel psychology is that reliability is a necessary, but not suf-
ficient, condition for validity. The results of the present study clearly
illustrate this. The average of the seven raters’ ratings results in a mea-
sure that is substantially more reliable than a measure based on one or
even two raters’ ratings. However, the results also show that each rater’s
ratings are sufficiently different from each other to be considered a sep-
arate method. In most areas of research, increases in estimated reliabil-
ity result in higher construct validity; in fact, reliability bounds estimated
validity. However, one cannot therefore logically conclude that increas-
ing reliability will always increase validity. An example of this point
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is illustrated by a recent meta-analysis of interview validity (McDaniel,
Whetzel, Schmidt, & Maurer, 1994). This study showed that panel in-
terviews (multiple interviewers providing multiple ratings in one setting)
resulted in lower validity in predicting job performance than individual
interviews, even though McDaniel et al. noted that panel interviews are
likely to be more reliable. Our results are consistent with those of Mc-
Daniel et al.—although reliability typically improves validity, this is not
always the case. Thus, although it is true that averaging seven raters’
ratings results in a more reliable measure, it is not true that the resulting
measure is more construct valid.

One possible exception to this recommendation is our finding that
ratings made by bosses may be similar enough to constitute a common
method. This suggests that the practice of aggregating ratings made by
two or more bosses may be appropriate. The resulting measure is more
reliable than a single rating, and is also likely to be construct valid. For
example, considering data in this study, the reliability of two boss ratings
is approximately 40% higher than a single boss’s ratings for each of the
three skills: .61 compared to .44 for Human Relations; .57 compared to
.40 for Administrative; .59 compared to .42 for Technical. There is also
some evidence that there are meaningful differences between the mean
level of boss ratings and that of other raters. Harris and Schaubroeck
(1988) showed that ratings made by bosses were over half a standard
deviation lower than those made by the ratees themselves. These results
support the idea of treating boss ratings as a common method.

There is one additional caveat we would like to point out regard-
ing aggregation practices in 360-feedback reports. Even in those cases
where it is appropriate to compute means within the level of raters (as
for bosses), it is important to provide a measure of the dispersion of
the ratings. This might include reporting the actual ratings made by the
raters on the scale in order to illustrate how different individual ratings
might be, or it might include the standard deviation of raters’. ratings.
Clearly, inferences drawn about the meaning of an average rating of 3.0
with a standard deviation of 1.5 (on a 5-point scale) are quite different
from those drawn from the same average with a standard deviation of
zero. Therefore, we strongly recommend that in those limited situations
where it is appropriate to average ratings, information regarding the dis-
persion of the ratings also be provided to facilitate interpretation of the
feedback.

When interpreting the results of this research, several issues should
be kept in mind. First, ratings in this study were made for developmen-
tal purposes only, which raises a question about the generalizability of
our results to ratings provided in the context of administrative decisions.
However, Kraiger and Ford (1985) investigated a similar question in
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their meta-analytic study, and found that rater-ratee effects were not
moderated by purpose of the ratings. In light of their findings the gener-
alizability concerns expressed above may be minor. Another issue per-
tains to the conditions under which ratings were obtained in the study
and their potential effects on the subsequent ratings. Managers’ par-
ticipation in the study was voluntary, indicating that they were actively
seeking feedback. As in most multirater feedback systems, managers in
this study selected the peers and subordinates who rated them. We do
not know how these raters perceived the feedback-seeking behavior of
target managers in this study, nor do we know how or if the performance
of managers who participate voluntarily differs from the performance
raters who do not. Both of these issues appear to be worthwhile topics
for future research.

Despite these potential limitations, we believe there are several fea-
tures of this study that enhance its contribution to the literature. The
study used a large sample of ratees who held jobs from the same job fam-
ily (management) and were rated using a common instrument and for a
common purpose, thereby eliminating potential confounding for any of
these reasons. Further, managers were rated by seven raters from four
levels, two bosses, two peers, two subordinates, and self-ratings for each
ratee. This unique sample along with the use of CFA, allowed us to un-
couple method effects in performance ratings that are due to individual
raters from those that due to the rating level. The major contribution of
the paper is the finding that method effects in MTMR data are associ-
ated more strongly with individual raters than with the rater’s level.
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